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Abstract

= Robots use vision-language models to find named objects in
Images.

= EXisting methods rely on prompt engineering but ignore
semantic uncertainty in prompt phrasing.

= We model semantic uncertainty probabilistically and integrate
it Into a geometric-semantic map.

= Qur uncertainty-informed planner performs Object Goal
Navigation without prompt engineering.
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Experiments and Results

Prompt choice directly influences ObjectNav

performance Our uncertainty informed planners do not require

hand engineered prompts and perform

SR T comparably to SOTA ObjectNav approaches
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