
2. Proposed Dataset

3. Self-supervised Pre-training

• Self-supervised pre-training for
learning visual-action representations, 
enabling few-shot robotic task adaptation.
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6. Downstream Tasks

“Put a rubic cube into the 
brown box”

“Fold the cloth from 
bottom left to top right”

“Fold the cloth from 
bottom right to top left”
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“Put the orange object 
in the silver pot”

“Put the blue fork on 
top of the napkin”

Franka kitchen

• Handling fine-grained language commands
• Generalizing to unseen examples in the validation set
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• New simulated dataset (OOPP dataset) 
based on existing benchmarks [1] [2] with
3,200 real-scanned objects and 
180 categories in full robot trajectories.

“Open the left door”

“Put the white bottle 
in the box”

“Push the green piles 
to the blue square”
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finetune on total 100 robot demonstrations
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