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1. Core Contributions

3. Self-supervised Pre-training
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learning visual-action representations,

_ _ , “Open the left door”
enabling few-shot robotic task adaptation.

* New simulated dataset (OOPP dataset)
based on existing benchmarks 1! 121 with
3,200 real-scanned objects and
180 categories in full robot trajectories.
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