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Motivation
Challenges: Limited 4D data with ground-

truth geometric annotations for training 

Goal: Reconstruct dynamic scenes from 

monocular in-the-wild RGB videos

Solution: Repurposing video diffusion model for 4D scene reconstruction

We cast 4D video reconstruction as conditional generation of 4D latent 

features 𝐳t
𝐗, 𝐳t

𝐃, 𝐳t
𝐫 from an RGB video encoder adapted for point, depth 

and camera ray encoding. The input video is injected as condition via 

cross-attention in the denoising U-Net, after and a query transformer.

During inference, iteratively denoised latent features ෢𝐳0
𝐗, ෢𝐳0

𝐃, ෢𝐳0
𝐫 are 

decoded by the fine-tuned VAE decoder, followed by multi-modal 

alignment optimization for coherent 4D reconstruction.

Contribution
➢ Show that pre-trained video generators work 

well as priors for 4D reconstruction 

➢ A multi-modal geometric representation that 
helps the video diffusion model to learn consistent 
geometry during training.

➢ A lightweight multi-modal alignment that fuses 
partially redundant geometric modalities at test 
time for coherent and robust 4D reconstruction.

Evaluation

Ablation study for the different modalities of the geometric representation.

Video depth estimation on Sintel, Bonn, and KITTI datasets.

➢ Group-wise inference   

allow  fast motion to 

be reconstructed 

consistently

➢ Prior geometry 

knowledge from the 

video generator 

enables accurate 

reconstruction under 

deceptive cues, 

(e.g., reflections)
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