Distributed MPC for motion planning of multiple drones
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Context Trajectory parameterization using B-splines

B-splines have useful properties (such as convexity, local support, differentiability), allowing to obtain smooth trajectories and fast
reconfigurations prodan2019necessary.
Given open knot-vector 7 = {7y, T, ..., T, }, the B-spline curve z(t) is characterized as following:

We address the motion planning problem for multiple drones
and on-the-fly trajectories update.

m Provide motion planning mechanism including trajectory

generation and tracking which ensures that the agents can z(t) = PBy(t), Vit € [,
reach the a priori given targets, avoid collision and
minimize energy costs. where: P = [P, P, ..., Py] collects N + 1 control points,
m Apply distributed control strategies for the agents task B,(t) = |Boy(t), B1(t),..., Bn(t)] is the associated set of basis functions.
assignment. In our framework the control input is expressed in terms of the control points:

m Experimentally test the algorithms over the Crazyflie
nanoquadcopters. u(t) = P(Q)Bp_g(t)

where P?) = PM, is the control points of the " derivatives of the curve.

Problem statement Distributed MPC algorithm
Given IV, agents with known dynamics, compute input for In the control loop, the optimization problems of every agent are solved in parallel using the preceding prediction data broadcast among the agents. The
each agent such that: following cost function is minimized:
m The agents do not collide min Z‘,Z-(PZ.7 D1, Dioy e, Py,
m [he agents remain within working space PidPijhiet...No
O Aft.er a tim.e.Tf, the agents are sufficiently close to their [ Dynamical model (1)(2)
desired position | o-\ /,-‘
: E " B
w;[k|ki] = PB, (t) 1.
Model of the agents 1 &
S t. < Umin > [k|kt] < Umazx I
We consider the model of the nano-quadcopter Crazyflie SR
which is naturally non-linear. By applying the flatness-based Pmin < Dilk| k] < Pras
linearization approach in do2021analysis, we can obtain an , | @ s
exact linearized model under the form of a double integrator _ Soft constraints for collision avoidance dinh2024online: || p;|k|k;] — Pjlk] [5> Tmin + P - .
dynamics: where: T T
Li(P; @) = Li(P;) +Ci({D; ; ¢ ’
x; [k + 1] = Ax; [k] + Bu, [£] (1) (Po, ®i) sz( )+ Gl{Di})
i ] EaN = D; |k |ki| — / o e
Where A _ I3 hI3 and B — 213 . Z || P [ | t] pZ HQk N
0; I; hls N 7
: i : i +2 N+2 o 1
The state of the i agent x; [k] is defined by the position + e ?; S:) P” (/ Bip-a2(t)Bm,- 2<t)> [sz} g
and velocity of the vehicle, i.e x; [k] = (p] [k],v] [k])T € R", " |
the control input u; [k] = a; [k] € R’ is the acceleration of 4 Z | @i |7 N s
the vehicle. - |

x((r)n)
Synchronous Algorithm for collision avoidance :

The proposed approach is based on synchronous distributed MPC, where the agents share their previously predicted state sequence with their neighbours
before simultaneously solving the next optimization problem.
At discrete time step k;, each agent simultaneously computes new input sequence over the horizon following these steps:

Prediction model for the MPC (Model Predictive Control):
Let us consider the (A) k|k;| denotes the predicted value of

(.)|k + k¢] with information available at k;. Hence, the

prediction model is given by: Check for future collision using the latest predicted states of neighbours(at time step k; — 1)

Build the optimization problem where the constraints for collision avoidance are introduced only if collision is detected.

Xk + 1|k = AX;|k|k| + B kK 2 . . . . . . .
1 ‘ d k] t] 1 ‘ t] ( ) After obtaining the next optimal sequence, the first element is applied to the model and the agents move one step ahead. All the states predicted will
Simulation specifications Simulation results Conclusion and future work
Table 1. Tuning parameters 2} 2| m Exploit the B-spline parameterization for solving the
Sampling time A(s) 0.2 el . trajectory generation problem.
Degree of B-spline p 3 | g% T /gg 1 m Consider collision avoidance constraints online.
Control points N 5 N~ m Future work will focus on adding safety guarantees of the
L \ | / . . . . . .
No. of agents N, 10 R ” N %€ o AN collision avoidance constraints and testing the algorithms
' 2 of I g ) i i
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