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• 3D Dense Reconstruction 

A key building block in many computer vision and real-world applications.

Introduction



Introduction

• Conventional solution: Multi-view Stereo (MVS)

- Given a set of posed and calibrated images of a scene, the target is 

to reconstruct a dense 3D representation of the scene.



Introduction

What if the camera parameters (intrinsics,  extrinsics ) are unknown or

MVS in the wild?
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Introduction

• SfM:  keypoint detection, 

description, matching, pose 

estimation, triangulation, bundle 

adjustment …

• MVS: per pixel depth, normal map,  

stereo image rectification …

What if the camera parameters (intrinsics,  extrinsics ) are unknown or

MVS in the wild?

A viable solution, but not elegant.



DUSt3R

Network Architecture

The architecture is inspired by CroCo [1], a cross-view completion Pre-training pipeline that can 
understand the spatial relationship between the image pair.

[1] Weinzaepfel et al; CroCo: Self-Supervised Pre-training for 3D Vision Tasks by Cross-View Completion (NeurIPS 22)
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Network Architecture

Patchify

Image 𝐼2 ∈ ℝ𝑊×𝐻×3

Image 𝐼1 ∈ ℝ
𝑊×𝐻×3

ViT
encoder

ViT
encoder

Shared 
weights

Transformer
Decoder1

Head1

Transformer
Decoder2

Head2

Information 
Exchange

Confidence 
𝐶1 ∈ ℝ𝑊×𝐻

Pointmap 
𝑋1,1 ∈ ℝ𝑊×𝐻×3

Confidence 
𝐶2 ∈ ℝ𝑊×𝐻

Pointmap 
𝑋2,1 ∈ ℝ𝑊×𝐻×3

Common reference 
frame of image 𝑰𝟏

Camera1

Camera2



DUSt3R

Dataset and Training Objective



DUSt3R

Dataset and Training Objective: 

               ➔ fully-supervised regression

- We utilize an off-the-shelf image retrieval and 
point matching algorithm to match and verify 
training image pairs

- Ground-truth pointmaps are obtained from 
the ground truth camera intrinsics, camera 
poses, and depthmap.



DUSt3R

Dataset and Training Objective

The regression loss is defined as the Euclidean distance:

With                                        and                                        to handle the scale ambiguity between prediction 
and ground-truth.  



DUSt3R

Dataset and Training Objective

The regression loss is defined as the Euclidean distance:

With                                        and                                        to handle the scale ambiguity between prediction 
and ground-truth.  To handle the ill-defined 3D points (e.g. sky), we extend the regression loss to 
confidence-aware loss [1].

Where                                              to force the network to extrapolate in harder areas. 

[1] "Multi-task learning using uncertainty to weigh losses for scene geometry and semantics", Kendall et al. CVPR'18



DUSt3R

Downstream Applications

1. Point Matching

Achieved by mutual nearest neighbor (MNN) 
search in the 3D pointmap space. 
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Downstream Applications

2. Recovering intrinsics

The pointmap is expressed in the first image
coordinate frame (Extrinsic as identical matrix), and
we assume that the principal point is approximately
centered. We only need to estimate the focal lengths
by minimize:

Left: Average absolute error of field-of-view (FoV) estimates.
Right: Average 2D reprojection accuracy (%) at the threshold
of 1% of image diagonal.
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Downstream Applications

3. Visual Localization

Given a query image and retrieved database image, the
task can be achieved by :
(1) First build the pixel correspondences from point

matching, which in turn yields 2D-3D correspondences.
The camera pose is solved by the PnP-RANSAC with
the estimated intrinsic. 

(2) Estimate the relative pose by point matching, convert
the pose to world coordinate by scaling (scale factor
obtain from the predicted pointmap and ground truth
pointmap of the database image) 



DUSt3R

Downstream Applications

4. Multi-view Pose Estimation

(1) Obtained with relative pose estimation;

(2) Extract the pairwise camera poses from global 
alignment.
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Downstream Applications

4. Mono Depth Estimation

       For the first frame, We have 

5. Multi-view Depth
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Downstream Applications

6.   3D Reconstruction

Two views

Dense 
Reconstruction No overlap

Opposite
views
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More visualization



Summary

Conclusions

1. We present the first holistic end-to-end 3D reconstruction pipeline from un-calibrated and un-posed 
images.

2. We introduce the pointmap representation for MVS applications, that enables the network to predict 
the 3D points, while preserving the implicit relationship between pixels and the scene.

3. We introduce an optimization procedure to globally align pointmaps in the context of multi-view 3D 
reconstruction. Our procedure can extract effortlessly all usual intermediary outputs of the classical 
SfM and MVS pipelines.

4. We demonstrate promising performance on a range of 3D vision tasks In particular, our all-in-one 
model achieves state-of-the-art results on monocular and multi-view depth benchmarks, as well as 
multi-view camera pose estimation.



Thank You!

Code and model are available!
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