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Agenda
● Introduction to Papago MT and NAVER LABS Europe MT
● Research topics

○ COVID19 model release
○ Honorific translation
○ Robustness in MT (WMT19)
○ Robustness in MT (recent)
○ Evaluation

● Q&A
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Machine translation at
NMT in the context of NAVER LABS Europe Challenge of scalability

● AI research centre located in the French Alps
● 100 scientists organized around 

competencies in NLP, Computer Vision, 
Machine Learning & Optimization, Search & 
Recommendation, UX & ethnography 

● The NMT project combines these 
competencies to solve language related 
problems

Handling a massive number of:
● Users
● Size of documents
● Languages 
● Domains 

is currently still challenge for current NMT 
technologies.

Challenge of multimodality Challenge of controllability

Current MT systems focus on text as input but
other modalities such as speech and images are
more and more prevalent

Our current solutions for fine grained control of 
NLG/NMT models, or for avoiding catastrophic 
failures, are for now limited
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Machine translation at
MT modeling Multilingual NLP

● Sequence-to-sequence modeling
● Aims for best MT quality for 

Chinese/Japanese/Korea & English
● Aims for best MT quality for K-pop, etc.
● Broader contexts (text, image, speech), 

controllable models (honorifics, diversity), 
multilingual models, speech enhanced 
translation, evaluation

● Multilingual text classification
● Multilingual sequence labeling
● Multilingual language modeling
● Multilingual sentence similarity, quality 

estimation

ML Engineering Papago

● Model compression
● Inference throughput/latency optimization (ex: 

Non-autoregressive decoding)
● Data, training, deployment pipelines for 

scalability

● https://papago.naver.com
● Most popular translation service in Korea
● Text/Image/Voice/Website/Offline translation
● Papago Gym (User participation)

To be covered today!
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COVID-19 translation model
Vassilina Nikoulina (NAVER LABS Europe)
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Context: Covid-19 crisis

NAVER LABS Europe: Alexandre Berard, Vassilina Nikoulina, Matthias Galle @naverlabs.com

Papago: Zae Myung Kim, Lucy Park @navercorp.com

Objective

- Creation of big multilingual and multi-domain translation model 

Potential applications

- Assist human translations in  translating Covid-19-related documents from French, Spanish, Italian, 
German or Korean into English

- Enabling large-scale multilingual content analysis of the documents related to Covid19 pandemics 
- e.g. User-generated contents, governmental guidelines, other?

- other?
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Approach
- Gathering training data for different languages and domains

- Languages covered (most touched countries at the moment of creation of the model): 

French, Spanish, Italian, German, Korean → English 

- Biomedical data is available for some language pairs (English, French-English, German-English), 
but very scarce or absent for others (English, Italian-English, Korean-English)

→ we train multi-domain model which enables zero-shot domain transfer

- Creation of biomedical test-sets
- Gathering existing datasets (French, Spanish, German)
- Creating datasets: Korean

- Adapting parameters of transformer-big model based on previous experiments:
- Transformer.big architecture used as a basis
- Extending encoder capacity to better handle multiple languages
- Decreasing decoder capacity to keep model size reasonable
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Some results

If you want to know more: 

- Blog post : https://europe.naverlabs.com/blog/a-machine-translation-model-for-covid-19-research/
- NLP-Covid workshop submission: https://openreview.net/forum?id=2_c3GLAEIQL
- To play with the model: https://github.com/naver/covid19-nmt
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Honorific translation
Kweonwoo Jung (NAVER)
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Motivation

- Provide culturally adequate translation results
- “Hi” to Elderly vs “Hi” to Peers is different in Korean

- when the honorific is not aligned to the context, it can be RUDE..

Contribution

- provide “Honorific” option in [English > Korean] translation
- Papago users were guaranteed to be polite 

KOREAN
HONORIFICS
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Approach

- Two possible directions
- A : post-edit Korean output into honorific text
- B : use NMT model with honorific tag to generate honorific text

- Option B is selected, since source context helps generate better honorific text
- One-liner : honorific tag based NMT training

- Source-side or target-side?
- Which position?
- as a token? or as an embedding (like positional embedding)? 

- General Process
- Given a bilingual text [XX -- Korean], tag Korean with either honorific or not
- Append pairs with honorific Korean to original bilingual corpus

- want to avoid baseline model becoming non-honorific
- Train NMT
- Make inference with controllable honorific tag

KOREAN
HONORIFICS
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Results

- No negative effect on Baseline model
- Controllable honorific translation

Challenges

- Error propagation from honorific Tagger
- Coverage of Honorifics

- High coverage in verb, especially stem + ending word
- Low coverage in noun, pronoun

- Degree of Honorifics
- Politeness to your older brother vs Politeness to your professor vs Politeness to your King etc

KOREAN
HONORIFICS
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Robustness in MT (WMT19)
Ioan Calapodescu (NAVER LABS Europe)
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NMT for User Generated Content (UGC) 
Motivation

- Off-the-shelf models have problems translating UGC: blogs (like Reddit or Naver Cafe), 
comments and reviews (like Naver Maps or Google Maps), social media (like Twitter). 

- Part of the problem is due to the noise in the input and it highlights the lack of robustness of 
our models

14



© 2020 NAVER LABS. All rights reserved.

WMT 2019 Robustness Shared Task
We participated to the 1st WMT Shared Task on 
Robustness: Translation Reddit comments in FR/EN/JP

Contributions

- Data filtering techniques: bad training data is part  of 
the problem

- Robustness tricks: natural noise generation, inline 
casing and preprocessing (emojis)

- Domain adaptation: noisy data could be considered as 
a specific domain

Bérard, Alexandre, Ioan Calapodescu, and Claude Roux. "Naver Labs Europe’s Systems for the 
WMT19 Machine Translation Robustness Task."

Bérard, Alexandre, Ioan Calapodescu, Marc Dymetman, Claude Roux, Jean-Luc Meunier, and 
Vassilina Nikoulina. "Machine Translation of Restaurant Reviews: New Corpus for Domain Adaptation 
and Robustness." 15
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Robustness in MT
Stephane Clinchant (NAVER LABS Europe)
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Robustness in MT Models
● What do we mean by robustness  in MT (and in ML) ? 
● How can we measure it ? 

○ Metrics → Δ Metrics , ...
○ Noisy Test Sets 

● How can we use prior knowledge ? (ex: BERT)
○ On the use of BERT for Neural Machine Translation EMNLP’19 WNGT

● Can we go beyond data augmentation ?
○ Robust models by Design (e.g  Adversarial Networks)
○ Ongoing Work: A simpler alternative to existing approaches
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Evaluation
Jihyung Moon (NAVER)

https://arxiv.org/abs/2004.13937
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Evaluation Method Description

Human Evaluation Translation output is evaluated by (bilingual) human

Reference-based Metric

Automatic similarity measurement between translation 
output and reference (human-generated golden-truth)

e.g., BLEU, chrF, ....

Quality Estimation Automatic similarity measurement between translation 
output and input

MT Evaluation Methods
Motivation

Cheap

Accurate
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Round-Trip Translation based QE Metric
● Round-Trip Translation (RTT)

○ Input (x) → Forward Translation (FT) → Output (y’) → 
Backward Translation (BT) → Round-Trip sentence (x’)

● RTT-based QE Metric
○ Metric(x, x’) is a scalar function computing the similarity of x and x’

■ Examples of Metric:
BLEU, chrF, METEOR, BERTScore, SentBERT cosine similarity …

BTFTInput (x) Output (y’) Round-Trip  (x’)

Quality of a translation
(System-level and Sentence-level)

Metric(x, x’)
Estimate 20
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Revisiting Round-Trip Translation based QE Metric
● Lexical-level metric vs. Semantic-level metric

○ BLEU, chrF vs. BERTScore, SentBERT cosine similarity

- Recently, RTT is used to generate 
paraphrases

- Lexical-level metrics (e.g., BLEU, chrF) 
are failed to measure paraphrases

- What if we use semantic-level metrics?
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Which BT system should we use?
● Online system > WMT trained system

○ Training set of an online system: not constrained to WMT news corpus (out-of-domain) 
○ Training set of WMT systems: constrained to WMT news corpus
○ WMT en-de experiments

Even with  similar BLEU score, metrics are more successful 
when using the online system
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Sensitivity to BT system
● RTT-SBERT, RTT-BERTScore > RTT-BLEU, RTT-chrF

○ In terms of 
■ 1) Pearson correlation
■ 2) Robustness toward BT system

○ WMT en-de experiments

Semantic-level metrics outperform the other metrics and are 
robust to the type and performance of the BT systems
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Performance across Language Pairs
● System-level performance

○ BLEU, chrF > RTT-SBERT, RTT-BERTScore > RTT-BLEU, RTT-chrF

BT system = Google
(∵ supported language pairs 

and performance)
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Performance across Language Pairs
● Sentence-level performance

○ BLEU, chrF > RTT-SBERT, RTT-BERTScore > RTT-BLEU, RTT-chrF

BT system = Google
(∵ supported language pairs 

and performance)
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Sensitivity to FT system
● SMT vs. NMT

○ SMT: WMT12 submissions
○ NMT: WMT19 submissions
○ RTT-SBERT and RTT-BERTScore demonstrate the most promising performance 

regardless of the FT systems.

BT system = Google
(∵ supported language pairs 

and performance)
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Conclusions
● We reconsider RTT with suitable semantic-level metrics, specifically SBERT 

and BERTScore in our settings, and show it can be used to measure 
translation quality.

● We observe RTT methods using SBERT and BERTScore are robust to the 
choice of BT systems.

● We present RTT with semantic similarity measurements consistently exhibit 
high-performance across different FT systems: SMT and NMT.

● We find the paraphrase detection ability of metrics is related to the 
performance of RTT-based QE.
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Q&A
● NAVER: dl_papago_mt_recruit@navercorp.com
● NAVER LABS Europe: europe.naverlabs.com
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