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Graph representations of a target domain often project it to a set of entities (nodes) and their relations (edges). However, such
projections often miss important and rich information. For example, in graph representations used in missing value imputation,
items — represented as nodes — may contain rich textual information. However, when processing graphs with graph neural networks
(GNN), such information is either ignored or summarized into a single vector representation used to initialize the GNN. Towards
addressing this, we present CoRG1, a GNN that considers the rich data within nodes in the context of their neighbors. This is achieved
by endowing CoRGI’s message passing with a personalized attention mechanism over the content of each node. This way, CoRGI1
assigns user-item-specific attention scores with respect to the words that appear in items. We evaluate CoRGI on two edge-value

prediction tasks and show that CoRGl is better at making edge-value predictions, especially on sparse regions of the graph.
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1 INTRODUCTION

Graph neural networks (GNN) [20, 22, 43] have enjoyed great success in deep learning research. GNNs allow us to
model complex graph-structured data. While graph representations of data may be reasonable, the construction of the
input graphs is often a lossy projection of the data of the modeled domain. For example, a graph representation of a
book recommendation problem may represent books and users as nodes with recommendations acting as valued edges.
However, each book-node contains rich semi-structured content, such as text structured into sections, figures, tables,
etc., which can be used to improve the performance of recommendations.

A common approach to incorporate the content of nodes in GNNG is to “summarize” it into a single vector representa-
tion (embedding) that compresses all relevant information. This often includes computing a single vector representation
from a whole sentence or document using an encoder model, such as a transformer or a simpler bag-of-words model.
However, such representations are suboptimal, given the relatively small size of these vectors and that they are

pre-computed outside of the application context. This is recognized in the literature in natural language processing
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(NLP). Instead of representing inputs as a single vector/embedding, the full input is used: while generating the output,
encoder-decoder models employ some form of attention mechanism over the whole input given the model context
instead of representing it as a single vector. For example, in NLP text summarization [61] a decoder attends to the
encoded representations of all the words in the input text.

In the same fashion, we need a better way for a GNN to capture the content within nodes of a graph. Towards this
goal, we present CoRGI (Content-Rich Graph neural network with attention), a message-passing GNN [11, 20, 22] that
incorporates an attention mechanism over the rich content of each node when computing edge representations. This
allows CoRGt to effectively learn both about the structure of the data and the content within each node.

One application of CoRGI is edge-value imputation, e.g., missing value imputation with GNNs in collaborative
filtering [60] (Figure 1-left). For example, in a dataset of student-question answers, each question is associated with
a rich textual description. A graph-based representation allows capturing the rich interactions among students and
questions (user responses) but would ignore important content within items (textual descriptions of questions; text
in Figure 1). CoRGI combines both sources of information through a personalized attention mechanism that yields
a user-item pair-specific (student-question-specific) representation of the item’s content. In section 4 we show that
CoRGt achieves better performance than baselines, and especially in sparse regions of the user-item graph, such as
rarely matched items. We believe that CORGI’s hybrid approach of processing both user response data and content is

beneficial across a wide range of collaborative filtering and recommender systems and other uses of GNNs.

Contributions. In summary, our contributions are

o CoRGI: a message-passing GNN which incorporates an attention mechanism over node content when computing’
a message over each edge (section 2).

e We specialize CoRGI for the user-item recommendation tasks (subsection 2.1).

e In an extensive evaluation (section 4) over two real-world datasets we show that — compared to baselines —
CoRGI can improve user-response prediction performance, especially for items with few user ratings, where

content plays a critical role.

2 CORGI: GNNS WITH ATTENTION OVER NODE CONTENT

In this section, we first describe the problem setting for CoRGrI and then discuss its implementation. We then focus
on the usecase of recommender systems with textual content in item nodes. Finally, we discuss the computational
complexity of CoRGI and discuss strategies to reduce the time complexity and memory requirements.

In Table 1, we summarize the key notations used throughout the paper. We group notations in three groups: (a)
notations on graph sets and the corresponding elements. (b) variables and parameters used to describe the forward pass
of CoRGu. (c) notations used to describe the content information associated to content or item nodes. In addition to
this, we have the trainable weights explained during the message passing of CoRGr: PY and Q(l) for updating node
embeddings, Wg), WI(\/II)’ and p(l) for computing attention coefficients, and woyt and b for the prediction MLP.

Problem setting. Consider a graph G = (V, ). Each node v € V is associated with node features h‘(,o) and each edge

with the features eg)), V(i, j) € &.1f anode or edge is not related with any features a constant value may be assigned. A
subset of nodes V¢ C V is associated with a set of n(i) content vector representations Z; = {zgi), e zfli()i) } Yo € Ve,
and Z]ii) € RP. Notice that n(i), the number of content vectors associated per each node v;, may differ by nodes. The
zl(ci) may be direct inputs to the model or the outputs of another deep learning component that encodes the content
Manuscript submitted to ACM
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Fig. 1. In the educational setting, students (users) and questions (items) form a bipartite user-item graph (left) and predicting student
responses can be posed as a missing edge imputation problem. The value of an edge is known for some user-item pairs but not for all.
The edge representation computation in a GNN message-passing layer [ (right) for CoRGI. Item nodes are associated with content
((e.g., a question v,;,) contains text as in this figure). By encoding the content through a model F (e.g., through a transformer), CoRG1

n(m)

obtains a set of content vectors {zx },

. The embedding of an edge (e.g., ey, m) is computed by using the node embedding of a user

(student) node (e.g., hy,, hy,) and an attention mechanism over {z; }?(m). This computes an edge representation that takes into
consideration the content within the item (question) nodes in a personalized user-dependent way.

Table 1. Key notations used in the paper.

Symbols

Description

Vv

The set of all nodes in the graph

Graph sets Yo, Vv, Vo ¢V The sets of content, item, and user nodes
& elements & The set of all edges in the graph
N (i) Neighborhood function for node v;
hgo) Input feature of node v; of size cth
el@ Input feature of edge e;; of size c(ke)
CORG1 hi(]l) Node embedding of v; at Ith Jayer
variables el@ Edge embedding between v; and vj at I h layer
ei(]l.)' Edge embedding before content update
egljl.’)c A Edge embedding from content-attention
cgli) Attention coefficient between v; and content k
oci(]? Attention probability from CEI? after SoFTMAX
n(i) The number of content vectors associated to v;
Content-related 7, = {zl((i) };l(i) cRP A set of content vectors associated to v;
notations D; = [Wfi)’ e Wr(li()i)] A sequence of words associated to v;
F A sequence encoder that projects D; to Z;

(e.g., a transformer [50]). The goal of CoRGt is to learn representations over the nodes and edges while considering the

set of content vectors within each node.
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Algorithm 1: CoRGI forward computation for user-response prediction

Input: Bi-partite graph G = (V, &), V = Vy U Vjy; node features h,()o), Vo € V and edge attributes
eg)), V(i, j) € & number of layers L; content sequence encoder F; Weight matrices and vectors PO for
message passing, Q™ for node updating, Wg), W](\ff) and p(l) for computing attention coefficients
between users U and items M; non-linearity o; aggregation functions AcG;; neighborhood function
N :v— 2V sampled item nodes V,, from the neighbor sampler

1 forle{1,...,L} do
2 forieV do

3 mgjl.) « Compute messages from Equation 1 Vj € N (i) ;

4 hgl) «— Update node states with Equation 2 ;

5 foro; € N(i) do

6 clg? « Compute content attention scores from Equation 6 ;

7 al.(l? « Compute content attention probability from Equation 5 ;

8 el Update content-independent edge embedding with Equation 3 ;
ij

9 e Update content-attention edge embedding with Equation 4 or use cache;
ij,CA
0 D7, D

10 eij — ei]. + eij,CA

Output: Node embeddings h,, Vv e V

CORGL. learns node and edge embeddings using the graph and the content information within nodes. (Figure 1) It
generally follows the message-passing GNN paradigm [11] and is closely related to GRAPE [60]. However, in contrast
to existing models, CORGI uses the content vector representations associated with each node during message-passing
with personalized attention. Specifically, CORGI computes message by learning to focus on potentially different parts of
the content in the context of the neighboring nodes using an attention mechanism (Figure 1). Algorithm 1 presents a
high-level overview of CoRGI which we discuss next.

CoRGr’s architecture assume L message passing layers, similar to most GNNs [20, 22]. Following the construction

of You et al. [60], at each layer I, CORGI computes a message mgjl) from node v; to v; using the previous-level node

(I-1)
ij

mfjl) =0 (P(I) - CONCAT (h;lil), eg*l) )) , (1)

embedding hlgl_l) and edge embedding e

where o is a non-linearity and PO is a trainable weight. We set hgo) and egj(.)) to the input node features and input edge
attributes (if any), and h(® e R el e R We then aggregate messages from all neighbors of v; and update the

node embedding with a learnable weight Q.
h;l) =0 (Q(l) - CONCAT (hgl_l), Acc? (ms-) |Vje N(i)))), (2)

where Acc(!) is a permutation-invariant aggregation function. N (i) is v;’s set of neighborhoods.
So far, the message-passing in CoRGI is identical to that of You et al. [60]. However, we are also interested in
incorporating information from the content of each node v; € V. We achieve this through an attention mechanism

within the GNN-message passing. This allows a message between a v; and v; to focus on a specific part of the content.
Manuscript submitted to ACM
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Such an ability can be helpful in many scenarios. For example, in an educational recommender system, the attended
(textual) content of a question is an essential factor in predicting the student’s ability to answer it correctly given, e.g., a
diagnostic question [54]. Intuitively, a student — given her skills — may focus on different aspects of the question when
answering it. The location of focus will vary across students with different skills, where the student learned the topics
correctly may focus on the key information while the student with misconceptions may focus on the distractor parts of
such diagnostic questions. CORGI’s attention mechanism aims to emulate this effect.

z(](')) with a content-attention vector eg’)c A
an attention mechanism over the content Z,,.. While there are many possible design options, we consider two options.
0 _ oy oD 0 D

(a) an element-wise addition € ij Teijca ij i.CA

In CoRGI we model this by combining any edge features e computed from

or (b) a concatenation operation e;. = CONCAT(CS)), e ), where

ef)” = o(W - Concar(hi ), 3)

with a trainable weight w and egjl.)c  is information computed by the attention mechanism. Equation 3 is similar to

0
ij,CA
We compare the predictive performance with examples of computed attention distributions using the element-wise

the one used by You et al. [60]. Note that for the elementwise addition eg)' has to have the same cardinality as e

operation and concatenation in section 4.2

0
ij,CA"
attention (CA) is computed using the set of content vector representations of vj, Z;, and the previous-level node
embedding hi(l_l), ie.,

Finally, we describe the attention mechanism yielding e For an edge between v; and v; at Ith Jayer, the content-

eEjl',)CA = ATTENTION (KEYS =Zj, QUERY = hi(l’l)) = Z “ikwj(\? Zl(ch) @
3

where Wz(\/lf) is a trainable weight, and a;y. is the attention probability computed as

ol = SorTMax; (ch}j | Vk e {1,.. .,n(i)}) , )
i.e., the softmax over the attention scores cl.(]? . We test two commonly used attention mechanisms for computing CEI?:
concatenation (CO) and dot-product (DP), computed as
I T D)y (1-1 ! 1 Dy (-1 T s
Cgk?co = p(l) CONCAT(Wé)hE ),W](VI) z;) and CEk?DP = [Wé)hg )] Wj(w)zk, (6)

where Wg), and p(l) are learnable weights.

Content representations. So far, we assumed that the content representation vectors z;vi) € RP are given. In practice

these representations can be computed from some deep learning component F. CoRGI does not impose a structure on F.
For example, if the node content are images, then CNN-based architectures for F would be reasonable. Similarly, if
the content is text, i.e., a sequence of words (or any other sequence), then any NLP model can be used. This includes
text representation models [4, 28, 35], and sequence encoders [6, 37, 46] including transformers [8, 50]. Such models

“contextualize” each individual word in the sequence and convert it to a set of vector representations.

2.1 CoRGi for user-response prediction

User response prediction is a common use case of GNNs and can be thought as an edge-value prediction task [2, 53, 60, 63].

We describe how we operationalize CoRGI for recommender systems. We consider a bipartite graph G = (V, &) with two

(m) (m)
Wl PR n(m)]:

Manuscript submitted to ACM
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i.e., a sequence of words. The sequence is then converted to a set of content vectors Z,, using a sequence encoder (e.g.
a transformer) and is input to CoRGI.

An edge-level prediction (i.e., a recommendation r (v, v,) between a user v, and an item vy;,) between a user node
v, and an item node vy, can be made by concatenating the output user and item node embeddings passed through a

final layer, i.e.,

(Vs W) = & (wT concar(h, n'y + b) , )

out

where woyt and b are learnable weights.

2.2 Complexity analysis

CoRGTr’s computational and memory complexity is similar to other message-passing GNNs, with the additional cost from
the attention mechanism. Compared to the node-to-node attention computation in GAT, CoRGI’s attention mechanism
involves maximum of T = maxyeqy,, (|Zy]), the maximum content size with respect to v € V¢, for each content node.
For the " message-passing CoRGI layer the computational complexity for computing the content attention is expressed
as:

o (|(VU| ScU=th o) L. T D kO 418 T C(l,e>) ,

The first and the second terms arise from the multiplication between the trainable weights and the node embeddings or
content vector representations, in Equation 6. The last term arises during the pairwise linear operation in the attention
coefficient calculation between the query and the key, in Equation 4.

We can drastically reduce the complexity by using the neighbour sampling method proposed by Hamilton et al. [13]

(1

and applying a caching trick for all el.j)C - For network sampling, we sample a subset of nodes V' = {(Vl’] V) ’VA’/I} for

the neighbor sampling and only update e;;ca whose target node v; is in Vy;; and source node v; is in N'(Vy,). The
sampled subgraph is G’ = {V", &'}, with V"’ = {(VI(/I u N((VA’/I)}. This way, the computational cost is reduced.

Computing the attention for each layer is costly both in terms of memory and computation. To drastically reduce the

(

memory and compute requirements, we use a caching trick for all eil)C - Since these representations can be thought as

J»
edge features, we want to compute them infrequently and re-use them. To do this, we create a cache for all eEJDC A
initialize them with zeros. Then, at the final layer L, we compute et using Equation 4 and update the cache for all

ij,CA
z(]l)c 4 to the computed el(j]“)C A~ The newly cached values will be used in subsequent message-passing iterations. In this

and

[

way, we avoid L — 1 computations of Equation 4.

3 RELATED WORK

CoRGt is at the intersection of GNNs and machine learning models for missing value imputation. In this section, we
discuss related missing value imputation models and message-passing GNNs for recommender systems. Models that
used as baselines in section 4 are italicized.

Missing value imputation is the task of filling in previously unknown entries with predicted values. For two
heterogeneous groups, namely, users and items, the task is commonly reduced to matrix completion, recognized as
one of the widely referenced problems in the recommender systems and user response predictions [1] with numerous
collaborative filtering and matrix factorization approaches [3, 21, 24, 27, 30, 42] and extended to deep learning-based
approaches [44, 52, 59]. Deep matrix factorization (DMF) [57] directly uses the input matrix by feeding this information
through multilayer perceptrons (MLPs). Because of its direct reliance on the input matrix, the model is forced to replace

Manuscript submitted to ACM
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the missing values (NaNs) with an arbitrary value which functions as an undesired bias during training. An extension
to variational autoencoders (VAE) [19], the partial-VAE model (PVAE) [25] is an encoder-decoder-based approach
for predicting the missing values, and VAEM [26] is an extension of this work which accounts for heterogeneous
feature types. In contrast to these models, CORGI leverages additional feature information such as node content in a
user-item-specific manner. Each portion of content is used with different weights for different users.

Over the past years, there have been attempts to model graphs with entities as nodes and their relationships as
edges [12, 36, 47]. Kipf and Welling [20] proposed graph convolutional networks (GCNs), a convolutional neural network-
based model that learns latent representations of nodes, amongst other deep neural network-based approaches [5,
7,9, 22, 32, 43]. GraphSAGE by Hamilton et al. [13] extends GCN by allowing the model to be trained on some part
of the graph, making the model to be used in inductive settings. As a GNN model that is designed for recommender
systems, graph convolutional matrix completion (GC-MC) [2] is a variant of GCN that explicitly uses edge labels as
inputs to model messages. Compared to other approaches, GC-MC employs a single-layer message-passing scheme, and
each label is endowed with a separate message passing channel. GRAPE [60] employs edge embeddings on GCN and
adopts edge dropouts that are applied throughout all message-passing layers. LightGCN [14] designs a GCN framework
that simplifies or omits constructions that are not beneficial for recommendations, such as feature transformation
and nonlinear activation, and puts more emphasis on the neighborhood aggregation. Compared to the previously
proposed GNN models in recommender systems, CORGI leverages the rich content information of nodes to model a
target domain projected to graphs. Compared to other GNN models that exploit the content information of nodes, e.g.,
PinSAGE by Ying et al. [58], CoRGI employs the attention mechanism between a node and contents within another
node. Therefore, CORGI computes user-item-specific attention probabilities of a word (word tokens), which in turn are
used to update the edge embeddings. Wu et al. [56] surveys the nascent literature on GNNs in recommender systems.

In natural language processing, the self-attention mechanism is used to relate word or word tokens at different
positions of a given sequence and to create a latent representation of the word and sequence [23, 33, 34, 50]. Many GNN
models [10, 15, 17, 62], with graph attention networks (GATs) [51] being a popular example, use the attention mechanism
to allow the target nodes to distinguish the weights of multiple messages from the source nodes for aggregation. We
note that our approach is orthogonal to the GNN models with attention layers; although CoRGr uses attention, it is
over the content within each node instead of the neighbors of each node (in GATs). Thus, in future work CoRGi-like
mechanisms can be embedded to GAT-like GNNs in replacement of GCNs.

4 EVALUATION

Model configuration. We employ the L = 3 CoRGI with node-embedding and edge-embedding cardinalities for all
layers, Ccbh) and chely] e {1,...,L} set to 64, and the prediction MLP has a single hidden layer of size 256. We initialize
all node embeddings with random values, and assign the train label values to initialize the edge embeddings. We use
mean pooling for aggregation. For the non-linear activation, we use LeakyReLU for attention coefficient computation

with negative slope set to 0.2, as suggested by Velickovi¢ et al. [51] and ReLU [31] for the rest.

Training configuration. For all experiments, we train CoRGI with backpropagation [41] using the Adam optimizer [18]
and a learning rate set to 0.001. We employ early stopping on validation loss during training, with train, test, and
validation sets split in 8:1:1 ratio. We use binary cross entropy loss (BCE) for predicting binary values and mean
squared error (MSE) for the ordinal datasets. We apply dropout [45] on the message passing layers and on prediction
MLPs, as well as on edges [60], with dropout rates chosen from {0.1, 0.3, 0.5, 0.7} with respect to the validation set
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Fig. 2. Synthetic experiment results. (a): Test accuracies when using item content information for node initialization (N.1.), for
computing content attentions (W.A.), and when the the edge labels are given (Lx). (b), (c): 2-SNE plots of learned item and user node
embeddings using CoRGl. Each dot represents a single node and is colored by its word distribution (item) and word-attentiveness
(user). (d), (e): Computed word-attention scores of a user with correct and incorrect answers.

performance. For the comparison models, the parameter settings done in the following manner: 1) When the settings of
the comparison models overlap with that of CoRG, e.g., the number of message passing layers or the learning rate, we
used the same configurations as CoRGI. 2) For the parameter settings that are unique to the comparison model, we
followed the setting that is disclosed in the paper, with the following exceptions. 3) When the setting disclosed in the
original paper is not applicable in for the datasets used for our experiment or our training environment, we selected

settings that yielded the best performance within such restrictions.

4.1 Synthetic experiments

First, we construct a synthetic dataset to validate our model design. We create a bipartite graph with item and user
nodes. Each item-node is associated with a number of “words” as its content. We use a “vocabulary” of 5 words and each
item node contain each of the 5 words with 50% probability. Each user-node is assigned a single focus word that indicates
the word the user “likes”. Finally, the value of an edge between a user and an item is deterministically set to 1 if the item
contains the user’s “focus word”, and 0 otherwise. Throughout experiments, the word-content of items is provided as an
input to CoRG, but the user focus word is latent. In this synthetic dataset, we are interested in seeing whether CoRG1
discerns the correct edge labels between the users and the items. Furthermore, by looking at the attention scores, we
analyze the capability of CoRGI to learn to focus on the user’s focus word within each item node, if it is present.

Figure 2a shows the test accuracy of a GCN [20] with item node initialization using word vectors (left, blue bar),
CoRGI (middle, red bar), and GCN with edge embeddings initialized with edge labels (right, yellow bar). Unlike the last
model, the first two models do not use the ground truth edge labels during training. CoRGI is the only method that
achieves near perfect test accuracy (> 0.99).

Figure 2b and 2c illustrate the ¢-SNE [48] visualization of computed user-node and item-node embeddings for CoRGI.
Item and user nodes are colored by their associated content-word distributions and word-attentiveness, showing that
the node embeddings can discriminate nodes by their attributes. Figure 2d and 2e display the computed attention scores
between user-item pairs for two sample pairs. When the word that the user “likes” is included in the item’s associated
words, CoRGI correctly targets that word by assigning high attention score (Figure 2d). When word that user “likes” is

absent, the attention distribution over the content-words of an item-node becomes much more uniform.
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Table 2. Dataset statistics. (| D|: Vocabulary size, [D|: average number of words per item, Density: graph density, #L: number of
labels.)

Nodes Edges Contents_ Density #1
# Users #Items #Edges /user /item |9D| D]
Synthetic 1,000 1,000 100,000 100 100 5 2.5 0.1 2
Eedi 35,073 22,931 991,740 28 43 21,072 20.02 0.001
Goodreads 2,243 2,452 114,839 51 47 35,111 132.32 0.021 5

4.2 Evaluation on real-world data

Datasets. We evaluate CoORGI on two real-world datasets that record different user-item interactions (Table 2). The
Goodreads dataset [16] from the Goodreads website contains users and books. The content of each book-node is its
natural language description. The dataset includes a 1 to 5 integer rating between some books and users. The Eedi
dataset [54] contains anonymized student and question identities with the student responses to some questions. The
content of each question-node is the question text. Edge labels are binary: one (zero) for correct (incorrect) answers.

For both datasets, to encode the content within nodes in CoRGI, we use a pre-trained transformer encoder model [8]
as F. We use a truncation threshold T so that we ignore words that appear after T for any D, with n(m) > T. The
parameters of the GNN of CoRGi1 and the prediction multi-layer perceptron (MLP) (Equation 7) are learned jointly
during training but we do not fine-tune the parameters of F. We set T = 64 for both Goodreads and Eedi datasets.

We chose the Goodreads and Eedi datasets because they contains text information in sentences associated with each
item. We use Goodreads dataset from Jannesar and Ghaderi [16]. We filtered out books whose descriptions are written
in non-English languages, and removed duplicate books based on their titles. Originally, the ratings were text-based.
We converted the ratings as follows: "Did not like it" to rating 1, "It was okay" to rating 2, "Liked it" to rating 3, "Really
liked it" to rating 4, and "It was amazing" to rating 5.

We used Eedi dataset from Wang et al. [54]. The content of the text information is extracted using optical character
recognition (OCR) from the raw question images, as no question text is available.

In order to train CORGI and comparison models on a single GPU within our computation infrastructure, we took a

subset of the Eedi dataset, taking student responses from between March 4! h and March 27th.

Configurations for the baseline methods. We detail the configurations used specific to each baseline for recording the
test performance. For GC-MC, we assign the separate message passing channels and their corresponding parameters
for modeling different discrete edge labels. The number of layer is set to 1, and We do not use the weight sharing
method. For the accumulation method, we use concatenation. For GraphSAGE, we use the neighbor sampling size of
32 throughout all message passing layers. For GRAPE, we do not use the one-hot node initializations for both Eedi
and Goodreads, because of the large number of item nodes leading to GPU memory errors. Instead, we use random

initialization just like all GNN model configurations in our experiment. For GAT, we use a single self-attention head.

Computing infrastructure. Each experiment was run on a single GPU, which was either an NVIDIA Tesla K80 or an
NVIDIA Tesla V100. All experiments were scheduled and performed in Azure Machine Learning.
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Baselines. We compare CoRGI with 7 widely used missing value imputation models, discussed in section 3. Deep
matrix factorization (DMF) [57] and Partial variational autoencoder (PVAE) [25] are non-GNN matrix completion
models. Graph convolutional network (GCN) [20], GraphSAGE [13], and Graph attention network [51] are GNN-based
models not specifically designed to be operationalized in recommender systems. We compare CoRGI with these models
by using a read-out MLP that accepts the concatenation of user and item node embeddings and makes a prediction for
the pair. Finally, we also compare to graph convolutional matrix completion (GC-MC) [2] and GRAPE [60] that are
GNN-based models for matrix completion.

None of the previous models consider content. Thus, we additionally consider 6 GCN-based models that use nodes

content in a variety of ways:

(1) GCN with WordNodes. For each word in the content of all items, we create a new “word node”. Each word node is then
connected to a node vy, € V) if it is contained in the item’s content. This baseline allows message passing word-
specific information but the order of the words within each item is ignored. We retrieve words by stemming [38, 49],
filtering non-alphanumeric words, and removing words with frequency of less than 2.

(2) GCN Node Init: BoW is a standard GCN with the initial node embeddings initialized with a multi-hot bag-of-words
of the content. Words are tokenized and stemmed as above.

(3) GCN Node Init: NeuralBoW uses a pre-trained word2vec model [28, 29], implemented in Gensim [39]. Words are
encoded in 300-dimensional vector representations and average pooling is used for node initialization.

(4) GCN Node Init: BERT CLS uses pre-trained, cased BERT base model [8], impemented in HuggingFace [55]. Words
are encoded in 768-dimensional vector representations. We use the encoded representation of [CLS] to initalize the
node embeddings.

(5) GCN Node Init: BERT Avg uses identical settings as GCN Node Init: BERT CLS, but instead of the [CLS] token,
average pooling over all the output vector representations is used.

(6) GCN Node Init: SBERT uses the 768-dimensional vector representations encoding of the whole document with the
SBERT model of Reimers et al. [40].

' —e— Correct

0.12 ° ° Table 4. Mean entropy of content attention distributions for reader-
2010 [ndortedt book pairs of different ratings (Goodreads) and student-question pairs
S [ 3 of different answers (Eedi), with one standard error. Positive ratings
"

c 0.08 /\ \ (Goodreads) and correct answers (Eedi) have lower entropy values.
p= [ e
€ 0.06
§ [ ] \. ./ \
Zo0.04 \ \ ‘ \ °
002 & ¥ RPN \ Goodreads Eedi
: o-®  J L
MOS0 0SS O>XNCUVUINOE VO S O
Nelg® B S0 " mHl2BTC2G &
SFgs 3 g "%z “§g o R>3 R<3 Correct  Incorrect
£ bt #* %

Question text

2.394+0.004 2.58+0.006 2.64+0.001 2.72+0.001

Fig. 3. Content attention distributions of students with
correct and incorrect answers.

Missing value imputation. Table 3 compares the missing value imputation performances on test sets of the Goodreads
and Eedi datasets. We report root mean square error (RMSE) for the Goodreads dataset and accuracy, area under the
receiver operating characteristic (AUROC), and area under the precision-recall curve (AUPR) for Eedi. Overall, we
observe improved performance when the node content information is used. Compared to the baseline GCN models
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Table 3. Average test RMSE (Goodreads, lower is better) and test accuracy, AUROC, AUPR (Eedi, higher is better) results over 5
independent runs followed by one standard error. Best results are highlighted in bold, and the second-best results are underlined. *
and sx signify p-values less than 0.05 and 0.001 respectively from independent ¢-tests with the second-best results.

Model Content Goodreads Eedi
RMSE Accuracy AUROC AUPR

DMF X 0.921.+0.001 0.738+0.002  0.653+0.003  0.828+0.002
PVAE X 0.894.0.001 0.74640.001 0.68210.000 0.834+0.000
GC-MC X 0.916240.002 0.735+0.001  0.672x0.002  0.819+0.001
GCN X 0.89340.001 0.74640.002 0.680+0.001  0.830+0.001
GraphSAGE X 0.898+0.003 0.74240.003 0.66540.002 0.8384+0.003
GRAPE X 0.894.0.001 0.746+0.001 0.67240.001 0.824+0.001
GAT X 0.8930.002 0.74510.000  0.68410.001  0.832:0.001
GCN with WordNodes v 0.886+0.002 0.751+0.002 0.710+0.002  0.839+0.003
GCN Init: BoW v 0.89140.001 0.748+0.001 0.71040.001  0.836+0.000
GCN Init: NeuralBoW v 0.886+0.001 0.7514+0.000 0.70610.001  0.848+0.001
GCN Init: BERT CLS Ve 0.88940.001 0.74840.001 0.70640.001 0.841+0.001
GCN Init: BERT Avg. v 0.887+0.001 0.75040.001  0.708+40.001  0.848+0.001
GCN Init: SBERT Ve 0.890-+0.000 0.75210.002 0.708+0.002 0.848+0.001
CoRGr: Concat v 0.879:‘5_000 0.75610_001 0.715:5_001 0.874:6_000
CoRGr: Dot-product v 0.879:‘6000 0.757:6.001 0.717:’(3.001 0.874::)_001

with content, both constructions of CoRG1 with concatenation and dot-product outperforms on both datasets with
statistical significance. Figure 3 shows the content attention distributions of user (student) - item (question) pairs in
Eedi dataset for a particular question. The blue circle line shows the average attention scores of students who got the
question right, and the orange cross line shows that of students with incorrect answers. We observe user-item-specific
attention scores assigned; the student with right answer has high attention scores for word tokens interior, regular,
and exterior, while the student with wrong answer attends more to word tokens angle, angle, and [cls]. This is in
contrast to baseline models that use contents exploit the content information of items in a way that does not explicitly
distinguish users during the message passing. We also observe (Table 4) that the distribution of the attention to content
for correct answers (Eedi) and highly-scored books (Goodreads) has lower entropy compared to incorrect answers or

low book ratings. This matches our intuition that knowing the answer to a question or liking a book is important.
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Table 5. Mean + one standard error of rating prediction (Goodreads, test RMSE) and response prediction (Eedi, test accuracy) results
of all users (All), users with node degree greater than 10 (D > 10), and users with degrees less than or equal to 10 (D < 10). * and s
signify p-values less than 0.05 and 0.001 respectively from paired ¢-tests.

Goodreads Eedi
All D>10 D<10 All D>10 D <10
GCN 0.792 5007 07960008 0-792,003 07460002 0-791,0 002 0720, 08
GCNNL:SBERT  0.786,0 006 07890007 07281005 ©0753.0003 075710002 072710 008
* *k * * k%
CORGI (DP)  0.781% ., 0.786,, ., 0.6855% ). 0.758% . 0.760%, s 0.750%%

Sparsity analysis. Table 5 shows rating and response prediction perfor-
mance on Goodreads and Eedi vs. the user node degree (D), i.e., the number

of questions answered or books rated. When averaged over all users, CORGI

outperforms the baselines with p < 0.05 from paired ¢-tests with respect to 8

GCN Node Init: SBERT (First column for each dataset). On both datasets, the S

predictive performance between CoRGI and the comparison models is more é /

comparable for users that have interacted with more items (D > 10: second 0.60 /' —— CoRGi

column for each dataset), although CoRGt still outperforms them. On the GCN+SBERT
contrary, the difference in performance between CoRGI and the comparison 0.35 m—

models becomes more significant for users connected with less than or equal 2 6 50 14 18

to 10 items (D < 10: third column for each dataset), showing the effectiveness
of CoRGI on cold-start problems. Figure 4 shows test accuracy on Eedi with ~ Fig. 4. Test acc. vs. user node deg. for Eedi.
varying degrees, showing an increasing gap between CoRGI and baselines

with smaller Ds.

0.895 —— goodreads
0.7550
w 0.890 o
g @ 0.7525
 0.885 I
— 0.7500
0.880 0.7475 — Eedi
22 23 2% 25 26 22 23 2% 25 26
T T
(a) (b)

Fig. 5. (a) Truncation size and test accuracy for the Goodreads dataset. Note semi-log-x and starting point for y-axis. (b) Truncation
size and RMSE for the Eedi dataset. Note semi-log-x and starting point for y-axis.
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Truncation threshold and test performance. We test the affect of the truncation threshold T on the test performance.
In sequential content encoders F such as the transformer encodes Dy, i.e., the contents of an item node vy, of size n(m)
into a set of content vector representations Z,,. During encoding, if n(m) is greater than the truncation threshold T,
we only the first T words only, i.e., |Zy| = min(n(m), T). Setting T to a high value enables CoRG to fully exploit the
content information, at a trade-off that makes the models slow to train with larger memory requirement.

Figures 5a and 5b show the test performance with respect to varying values of T on the Goodreads and Eedi datasets.
For both datasets, increasing T results in higher test performance (T greater than 64 results in the memory error on our
computing infrastructure). The average number of words on Eedi questions 20.02 (Table 2), and the test performance
converges at T = 32. On the other hand, the average number of words on Goodreads book descriptions is 132.32, and

we observe that the test performance does not fully converge at T = 64.

Performance comparison on caching trick. In subsection 2.2, we introduce a caching trick that allows the reduction in

training time and memory requirement. Specifically, the caching trick is realized by creating a cache for ejjl.’)c

l(jL)C 4 using Equation 4 and updating the

Using the caching trick along with the neighbor sampling [13], the time

A With
zero initializations. We then update at the final layer L only, by computing e
cache for all el.(;’)c A z(]L)C A

complexity reduces from

to the computed e

o) (|(VU| o=t oo - T-D-cbe) 18| T- C(l,e))

to
o) (|N(q/j(4)| LU=t o) y L T.p. o) 4 || T c<z,e>),

where we sample a subset of nodes V’ = {(V['] U ‘VA’,I} for the neighbor sampling and only update e;j ca whose target

node v; is in (V](,I and source node v; is in N' (V).

Table 6. Performance comparison with and without the caching trick on Goodreads dataset.

Training time

RMSE
/ iteration (sec.)
With caching 0.879-+0.000 10.41
Without caching  0.879.0.000 41.86

Table 6 compares the predictive performance of CoRGI with and without the caching trick on Goodreads dataset in
terms of RMSE and wall-clock training time. The predictive performance comparison on Eedi dataset was not feasible
due to excessive memory requirement in the absence of the caching trick. In the absense of the caching trick, the

predictive performance remains the same, but the training time is increased more than 4 times per iteration.

Comparison on different combination methods. In section 2 we introduce two ways to augment the computed content-
(0

ij,CA
is to first update the edge embeddings with the content attention (e;}l.) ') and use the element-wise addition. The second

method is to concatenate with the input edge feature eg)). We compare the predictive performances of these methods

for the Goodreads and Eedi datasets. In tables 7 and 8, element-wise addition yields better predictive performance than

attention (CA) edge embeddings e to edge embeddings eg) between nodes v; and v; at I* h layer. The first method

concatenation for on both datasets with varying methods of attention computation: concat and dot-product.
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Table 7. Comparison of different combination methods for updating the edge embedding el(.Jl.)

RMSE (lower the better).

on the Goodreads dataset. We report

CoRGI CoRGI
Combination method
:Concat  :Dot-product

1 I
el(j)’ + eEj?CA 0.879+0.000 0.879+0.000
0 1
CONCAT(el{j ) s e;j?CA 0.88610.000 0.884.40.001

(D

Table 8. Comparison of different combination methods for updating the edge embedding e;; on the Eedi dataset. We report test

accuracy (higher the better).

CoRGI CoRGI
Combination method
:Concat  :Dot-product

I )
el +el s 0.756s0001  0.757x0.001
0 1
CONCAT(el(j),eE].’)CA 0.75240.001 0.75240.001

5 CONCLUSION

In this work, we presented CoRGI, a GNN based framework that tightly integrates content within the nodes using
personalized attention. Using content — such as text — present in the modelled graph allows us to capture rich
information within the target domain while maintaining the structured form of the data. This is especially evident in
sparse regions of the graphs showing in different real-world edge value prediction tasks. While CoRGI presented one
effective way to integrate message-passing in GNNs with an attention mechanism over content, future work needs to
further investigate how additional modalities beyond text can be captured in content-rich graphs in a broader range of
applications beyond edge value prediction tasks.

As for the future work, it might be worthwhile to investigate text-augmented graphs where texts are associated not
only for the item nodes but also for the user nodes as well. CORGI can naturally operate on this setting because the
personalized attention mechanism considers directionality and the message floating from user to item can be different
from that floating from item to user. Furthermore, another potential future direction is to work on content metadata

outside of texts: for example, pixel-based images.
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